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Chemical Predictive Modeling 

•  Modeling and simulation is a critical part of research in 
science and engineering.  

–  Integrated practice of theory and experiment

–  Design new materials and chemistries with predictive power
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Predict 
Interpret 

Theory 
 

Expt 
 

Understanding structures, 
properties, and reactivity  

Verify  



Computational Modeling 
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Ab Initio

Quantum Mechanics

~200 atoms

Semi-empirical

Quantum Mechanics

~1,000 atoms

 Classical Molecular 
Mechanics

~1,000,000 atoms

Solve 

Schrödinger equation
Solve approximate 

Schrödinger equation
Use empirically-derived 

potentials  

Computationally demandingEmpirical parameters needed



Accuracy Needed for Chemical Predictivity 
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•  Predict equilibrium chemistry: Selectivity
–  Change in Keq @ 298 K
–  Keq = 1 50:50 ΔG =    0 kcal/mol
–  Keq = 10 90:10 ΔG = 1.4 kcal/mol
–  Keq = 100 99:1 ΔG = 2.8 kcal/mol

•  Predict reaction rates: Reactivity
–  Factor of 10 in rate @ 298 K corresponds to a change in Ea of 1.4 kcal /mol

Houk, Cheong, Nature, 455, 309, 2008

Example: reaction energetics, catalyst design, 
                or separations systems



A Challenging Task 
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Challenging due to the complexity of systems:

•  Computation:
–  Scalar and spin-orbit relativistic effects for heavy elements  (Actinides)
–  Correct description of spin distribution on multi-metal centers (catalysis)
–  Proper treatment of the environment: COSMO, QM/MM methods
–  Lack of experimental data for benchmark

•  Experiment:
–  Complex system, multiple co-existing species 
–  difficult to characterize and identify the structures of individual compounds

Close integration between experiment and theory is the key. 



Recent Progress 
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Relativistic density functional theory 

Frequency analysis

Thermochemistry

Transition state search

Time-dependent relativistic DFT

Spin-orbit NMR calculations

Paramagnetic EPR calculations

Molecular dynamics (Ab initio, classical)

Recent progress in quantum chemistry and advanced spectroscopic 
techniques provides increasingly  accurate chemical insights for complex 
systems.

Crystal Structures 

IR spectroscopy

Heat of formation

Reaction kinetics

UV-Vis, X-ray Absorption Spectroscopy

Chemical shifts (NMR)

Hyperfine coupling constants 

Dynamic properties

EXPERIMENT THEORY



Density Functional Theory (DFT) 
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•  DFT is a first-principles method: a very successful approach to describing 
many-electron systems

•  DFT provides an excellent comprise among accuracy, computational cost, 
and ease of interpretation.

•  Features:
–  Quantum mechanical, no system-specific empirical parameters
–  Exchange-correlation functional: LDA,GGA, Meta-GGA, Hybrid, etc
–  Numerically inexpensive (~N3 cost), computationally allowed for large systems
–  Predict properties in the chemical and material sciences

excited-state wavefunctions. With a finite basis set, there are a finite number of
excited states but these are typically still too many for the SOS equation to be of
practical use. Instead, it is faster so solve (29) for a perturbed set of wavefunction
parameters (e.g., MO coefficients) without taking the detour via the excited
states. However, the SOS equation is useful for qualitative interpretations. For
example, because of the energy gap E0!Ej in the denominator, one may expect
a relatively large contribution from low-lying excited states for which the

perturbation matrix elements hC0jĤ
ðl1ÞjCji and hC0jĤ

ðl2ÞjCji are large.

In calculations of magnetic properties, the hC0jĤ
ðl1;l2ÞjC0i term in (28) is

called the diamagnetic term while the SOS part is called the paramagnetic term.
Likewise, there are diamagnetic (bilinear) and paramagnetic (linear) perturbation
operators.

We can now write down the expressions for the shielding tensor and the
K-coupling tensor in wavefunction notation:

sA ¼ Eq: ð28Þ with l1; l2 ! mA;B (32a)

KAB ¼ Eq: ð28Þ with l1; l2 ! mA;mB (32b)

The corresponding SOS equations are

sA ¼ Eq: ð31Þ with l1; l2 ! mA;B (33a)

KAB ¼ Eq: ð31Þ with l1; l2 ! mA;mB (33b)

Finally, it is useful to take a look at the corresponding expressions in DFT
because DFT has been used for many of the computational studies of NMR
parameters employing relativistic methods, in particular on larger systems. The
energy is now written as a functional of the electron density r which in turn is
obtained from a set of Kohn–Sham (KS) molecular spin–orbitalk ji (MOs), that is

E ¼ E½r&; r ¼
Xocc

i

j'i ji (34)

where the MOs are obtained from the KS equations

½ĥþ VHXC&ji ¼ ji!i (35)

with ei being the orbital energy. The one-electron part of the KS operator, ĥ,
contains the electron–nuclear potential V and the nonrelativistic kinetic energy
term p̂2=2 or one of the relativistic operators of Section 2.3 (two- or four-
component, or a scalar-relativistic version). The orbitals have one, two, or four
components, accordingly. Further, VHXC represents the sum of the Coulomb
(‘‘Hartree potential’’) and the DFT-specific exchange-correlation (XC) potential.
VHXC is an example for the aforementioned effective potential in MO-based
methods. In computations using a basis set expansion of the MOs, one also
obtains a large number of unoccupied MOs. Similar in spirit to using the
unperturbed excited-state wavefunctions in Equation (30), one can also write the

kThe notation is based on a set of N singly occupied spin–orbitals for the N-electron system.

18 J. Autschbach and S. Zheng
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An Introduction to Density Functional
Theory

N. M. Harrison
Department of Chemistry, Imperial College of Science Technology and

Medicine, SW7 2AY, London and
 CLRC, Daresbury Laboratory, Daresbury, Warrington, WA4 4AD

For the past 30 years density functional theory has been the dominant method
for the quantum mechanical simulation of periodic systems. In recent years it has also
been adopted by quantum chemists and is now very widely used for the simulation of
energy surfaces in molecules. In this lecture we introduce the basic concepts underlying
density functional theory and outline the features that have lead to its wide spread
adoption. Recent developments in exchange correlation functionals are introduced and
the performance of families of functionals reviewed.

The lecture is intended for a researcher with little or no experience of quantum
mechanical simulations but with a basic (undergraduate) knowledge of quantum
mechanics. We hope to provide sufficient background to enable informed judgements on
the applicability of a particular implementation of density functional theory to a specific
problem in materials simulation.

For those who wish to go more deeply into the formalism of density functional
theory there are a number of reviews and books aimed at intermediate and advanced
levels available in the literature [1,2,3]. Where appropriate source articles are referred to
in the text.

1. The Solution of the Schrödinger Equation

During the course of this lecture we will be primarily concerned with the calculation
of the ground state energy of a collection of atoms. The energy may be computed by
solution of the Schrödinger equation – which, in the time independent, non-
relativistic, Born-Oppenheimer approximation is1;

),...,,(),...,,( 2121 NN EH rrrrrr Ψ=Ψ
∧

Equation 1

                                                                
1 Atomic units are used throughout.

3[ ] [ ] [ ] [ ] ( ) ( )S H XC extE n T n U n E n d r v r n r= + + + ∫



Computational Methods 

•  Broken-symmetry density functional theory (DFT) methods
–  GGA: PBE 
–  Hybrid: PBE0

•  Relativistic Effects
–  ZORA scalar for geometry optimization
–  ZORA spin-orbit coupling for property analysis

•  Basis sets
–   Slater-type, TZ2P for optimization, all-electron for property analysis 

•  Optical Spectra
–  Time-dependent DFT

•  Magnetic resonance properties (NMR/EPR)
–  Second-order properties

Slide 8 



Outline 
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Structures, bonding, and reactivity 
Bonding can be quantified by optical probes and theory 

Electronic structures and reaction mechanisms of actinide complexes 
 

Magnetic resonance properties  

Transition metal catalysts with multi-nuclear centers 

NMR/EPR parameters 

Moving to more complex systems 

Surface chemistry of nanomaterials  

Interactions of ligands with nanoparticles 
 

 Path forward and conclusions 
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Actinide Chemistry is Important 

•  Separation is crucial for sustainable nuclear energy development
–  Largest domestic source of low-carbon electricity (20% for US)
–  Efficient extraction of minor actinides from lanthanides is a grand challenge  

in nuclear waste management and nuclear fuel reprocessing. 

•  Increased environmental contamination
–  Anthropogenic activities cause distribution in the upper earth crust.
–  Spent fuel waste currently amounts to more than 50,000 metric tons

•  Public health concerns for chemical and toxicological effects
–  Deposit on skeleton and kidney; bind to metal selective proteins; inhibit 

DNA-binding proteins directly
–  Actinides are non-essential metals for biological systems and can induce 

complex defense reaction or impair physiological functions.

11  



Chemical Bonding in Actinide Complexes 
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P J Hay,  Los Alamos Sci. No 26 Vol II P. 371 

N N

N
N

N
N
N

N
S

P

HS

Cl

Cl

R. Denning, Struct. Bonding, 1992, 79, 215
G. Seaborg, J. Am. Chem. Soc. 1954, 76, 1461
G. Choppin. J. Alloys Comp. 2002, 344, 55

•  Softer ligands (N- and S-) have 
significantly improved efficiency.

•  Bioremediation is a promising approach 
to mitigate contamination.
-  Metalloproteins bind to An ions
-  Multiple binding sites with O-, N-, S- 

coordination

•  Bonding of 5f elements has been widely 
debated:
-  Covalent vs. ionic bonding  
-  Involvement of d vs. f orbitals



Classical Example: UCl6
n- 

•  U(VI)à U(III)
–  Bond length increases
–  Totally stretching frequency decreases
–  U-Cl bonds longer and weaker

•  Excellent agreement between optimized 
structures and X-ray data

•  Both 5f and 6d orbital participations is 
important in U-Cl bonds.
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Spectroscopy to Probe Electronic Structures 

•  Study occupied orbitals
–  Look at orbital mixing
–  Good for computational approaches but not 

ideal for experimental techniques

•  Study virtual orbitals
–  From simulations: anti-bonding coefficients 

provide information about bonding orbitals
–  From experiments: spectroscopy can probe 

those states
–  New techniques: Ligand K-edge X-ray 

Absorption Spectroscopy

•  Linear response theory
–  Time-dependent DFT for excited states
–  Oscillator strengths for intensities
–  Only consider core excitations
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Cl(1s) 

Virtual 
orbitals 

HOMO 

LUMO 

“Frozen
” 



Outline 
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edge	
  

Cl	
  K-­‐edge	
  XAS	
  

pre-­‐edge	
  

Solomon et al., Coord. Chem. Rev. 2005, 249, 97 

  <ΨL(1s)| r |Ψ*>

•  Ligand K-edge XAS is a direct, quantitative 
probe of covalency in  M-L bond.

•  Dipole absorption Δl = + 1;  s à p

•  Pre-edge transition intensity derived from 
L-centered 1s->3p transition, weighted by 
c*L

2, the covalent character of L 3p 
orbitals in Ψ*

•  Orbital energies provide peak positions 
and splittings

I ∝



Cl K-edge: WCl6 (d0f0) vs. UCl6
1- (d0f1) 

•  Transition metal and actinide complexes have peaks at the same positions
•  Theory predicts different origin for each peak; d-bands in TM and one f-

band and on d-band for actinide complex.
•  Direct measure of ligand field splitting (t2g-eg)
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t2g	
  

t1u	
  

eg	
  

t2g	
  

eg	
  
Expt. TDDFT 



2754 2760 2766 

t1u	
  +t2g	
  

eg	
  t2g	
  

eg	
  

t2g	
  t1u	
  

Cl K-edge XAS: TM à Ln à An 

Minasian, Yang, et al., J. Am. Chem. Soc. 2012 134, 5586

ZrCl62- CeCl62- ThCl62-

•  TM covalency is from d-participation.
•  Ce has both 4f- and 5d-manifold.
•  Th has mixed 5f- and 6d- 

contributions (nearly degenerate).

%Cl 3p Expt. Theory

t2g(P1) -- 8.6
ZrCl62-

eg(P2) -- 10.1

t1u(P1) 4.0 7.7
CeCl62-

t2g(P2) 10.0 7.0

t1u + t2g 14.5 13.9 ThCl62-



O K-edge: Covalency in U-O Bond 
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P1 = 73.5% U[5f] + 20.0% O[2p] 
P2 = 40.5% U[5f] + 48.2% O[2p] 
P3 = 79.5% U[6d] +16.0% O[2p] 

U

Cl

Cl Cl

Cl

O

O

2-

fδ
fφ

fσ∗

fπ∗

dσ∗

dπ∗

O 1s

P1 P2 P3 

Minasian, Yang, et al., J. Am. Chem. Soc. 2013, 135, 1864



Covalency in U-L Bond 
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6d

5f

Both 5f and 6d orbitals 
participate in covalent bonds.

Theoretical insights are critical 
for spectroscopic assignment.  

Energy (eV) 



Outline 

Structures, bonding, and reactivity 
Bonding can be quantified by optical probes and theory 

Electronic structures and reactivity of complicated actinide complexes 
 

Magnetic resonance properties  

Transition metal catalysts with multi-nuclear centers 

NMR/EPR parameters 

Moving to more complex systems 

Surface chemistry of nanomaterials  

Interactions of ligands with nanoparticles 
 

 Path forward and conclusions 

 



Electronic Structures of  N-rich Actinide Complexes 

•  Metal complexes with nitrogen-rich ligand present unique chemical and 
physical properties, including

–  Nonlinear optical materials, metal-organic frameworks, and luminescent materials, etc.

•  However, chemistry of N-rich complexes of actinide is unexplored. 

+ 2 

Cp*2An(tetrazolate)2 + 2 CH4Cp*2An(CH3)2 + 2 methyl tetrazole 

+ 2 

ΔG  = −375 kJ/mol (U)
          −383 kJ/mol (Th)  

Browne,  Maerzke, et al.  Inorg Chem. 2016, ASAP 



Cp*2An(tet)2 Structure 

•  Excellent agreement between the 
calculated and crystal structures
–  3% error in metal-ligand bond lengths
–  7% error in bond angles

•  Note the different orientations of the 
tetrazolate methyl groups

crystal structures (grey) and 
calculated structures (blue, red)

U Th

Browne,  Maerzke, et al.  Inorg Chem. 2016, ASAP 



Cp*2An(tet)2 Tetrazolate Orientations 

•  Crystal structures corresponding configurations with lowest free 
energy. 

•  A and B have very small free energies difference. They might 
coexist in solution. 

•  Proton chemical shift of the methyl group will be diagnostic. 
–  Calculated δA- δB=0.12 ppm

•  dynamic equilibrium between A and B confirmed ���
by variable-temperature NMR experiments on Cp*2Th(tet)2

–  Experimental measurement δA- δB=0.16 ppm

ΔG [kJ/mol]
U Th

A 0.0 6.5
B 7.1 0.0
C 22.0 19.0

Browne,  Maerzke, et al.  Inorg Chem. 2016, ASAP 



Molecular Orbital Diagram 

•  Frontier orbitals 
dominated by metal-
Cp* bonding 
interactions

•  Orbitals N-rich 
ligand buried deep

•  Small overlap 
between An-tet

•  Mainly ionic 
interactions 
between An-tet

Browne,  Maerzke, et al.  Inorg Chem. 2016, ASAP 



Electronic Spectroscopy 

•  Good agreement between experimental UV-Vis spectra and TD-DFT 
calculations.

Browne,  Maerzke, et al.  Inorg Chem. 2016, ASAP 



Outline 

Structures, bonding, and reactivity 
Actinide chemistry  

Geometric Structures, thermochemistry, and reaction mechanisms 

Magnetic resonance properties  
Transition metal catalysts with multi-nuclear centers 

NMR/EPR parameters 

Moving to larger systems 

Surface chemistry of nanomaterials  

Interactions of ligands with nanoparticles 

 Path forward and conclusions 



Complexes Relevant to Catalysis  

•  Catalysis is one of the most efficient and important methods to facilitate 
chemical transformations.

•  Electronic structures determine catalytic properties; this can be monitored 
with magnetic probes.

 
‣  Dinuclear metal complexes with bridging ligands 

•  Catalytic centers in metalloproteins: PSII, hydrogenanses 
•  Metal center cryogenic NMR 

 

‣  Dinuclear metalloradicals with direct metal-metal bonding 
•  Functional metal-containing polymers 
•  EPR for paramagnetic systems 

O
Mn

O
Mn LL

O
Mn

O
Mn LL

R

O
Mn

O
Mn LL

R

R

H+ H+



Theory Background for NMR/EPR Calculations 

•  Nuclear shielding (chemical shift):

In first-principles theory, the problem is approached as follows: the electronic
energy of the molecule is considered in the presence of the external magnetic
field and the nuclear spins. In a next step, the energy expression is expanded in
a power series (perturbation series) in the magnetic moments and the external
field around B ¼ 0; mA ¼ 0, mB ¼ 0 which yields

EðmA;mB;BÞ ¼ Eð0Þ þ EðmAÞmA þ EðmBÞmB þ EðBÞB

þmAEðmA;mBÞmB þmAEðmA;BÞBþ higher orders ð3Þ

Here, a symbol E(A) indicates the partial derivative of E with respect to a variable A,
taken at the expansion point, E(A,B) a second derivative, and so on, and E(0) the
energy in the absence of the field and the magnetic moments. The shielding and
spin–spin coupling tensors are then, according to Equation (1), given by the energy
terms bilinear in the magnetic moments (KAB) and bilinear in one of the magnetic
moments and the external field ( ).d Thus, by comparison with the phenomen-
ological Hamiltonians (1a) and (1b), one identifies the two bilinear energy-derivative
terms at the end of expression (3) with the NMR K-coupling and the nuclear
magnetic shielding. NMR parameters are ‘‘double perturbation properties’’ (with
respect to the molecular energy as the perturbed quantity). Explicit expressions will
be given later. We will also see later that the first-order responsee of the electrons
due to the presence of the field and the nuclear magnetic moment is required to
compute the shielding and K-coupling tensor; therefore, nuclear shielding and
K-coupling may also be called linear response properties of the molecule.

The nuclear Zeeman term %mA &B is not part of the electronic energy. It
accounts for the ‘‘1’’ in (1%sA) of Equation (1a). Thus, with E being the electronic
energy, one defines

¼ EðmA;BÞ ¼
@2E

@mA@B

!!!!
m A¼0

B¼0

(4)

and

KAB ¼ EðmA;mBÞ ¼
@2E

@mA@mB

!!!!
m A¼0

B¼0

(5)

Both expressions are in formal agreement with the phenomenological Hamilto-
nians (1a) and (1b). Measured J-coupling constants are related to the rotational
average of the K-coupling tensor as

JAB ¼
_

2p
gAgBKAB (6)

with magnitudes typically on the order of a few to a few thousand Hertz.

dNote that the differentiations are with respect to vectors, that is, the result is a quantity with two indices, one
for a component of each of the perturbing vectors.
e‘‘Response’’ means the following here: how, to first order, does the electronic structure change due to (respond
to) the presence of the field/magnetic moments?
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§  Quadrupolar coupling constant, CQ, for nuclear spin I >1/2: 
 

application of solid-state NMR, enabling the accurate
calculations of NMR tensors in solids.
In this Review, all applications to date (i.e., 2001−2012) of

GIPAW in chemistry and materials science are presented. We
have decided to ensure this Review is self-contained for the
reader, with a particular emphasis on the theory and methods
supporting the GIPAW approach (section 2), a brief
introduction to the current methodological advances in solid-
state NMR (section 3), and the various chemical topics relevant
to GIPAW (section 4).
Section 2 provides a comprehensive introduction to the

physical basis of NMR, electronic structure calculations, and the
subsequent calculation of NMR parameters in the context of
DFT and periodic boundary conditions. These parameters
include mainly the shielding of the nucleus, the electric field
gradient, and the J coupling. Most importantly, a discussion of
the “accuracy” of the approach is presented.
Section 3 is devoted to the basics of solid-state NMR. High-

resolution and two-dimensional (2D) correlation experiments
(based on J and dipolar interactions) are discussed for spin
I = 1/2 nuclei as well as for quadrupolar nuclei (I > 1/2).
Recoupling experiments are introduced in the context of the
measurement of interaction parameters, that is, internuclear
distances and anisotropies. The main goal of this section is to
highlight the fundamental concepts involved, and the methods
required, for experimental measurement parameters. This will
aid the reader in the understanding and appreciation of the
examples discussed in section 4.
Section 4 reviews the application of GIPAW in the NMR and

chemistry communities. We note that, very recently,
Charpentier55 published an interesting overview of the role of
GIPAW calculations with particular focus on the character-
ization of crystals and glasses. However, in this work, we
undertake an exhaustive review of the application of GIPAW to
all chemical systems. Particular emphasis is placed on important
classes of systems such as organic structures and assemblies,
inorganic architectures, polymers and hybrids, biomaterials, and
nanomaterials. The application of NMR to areas such as
surfaces, interfaces, and catalysis is also covered. In our view,
one of the major achievements of GIPAW in recent years has
been to strengthen the link between NMR and crystallography,
leading to the formalization of what is called now “NMR
crystallography”.56−59 The effective combination of NMR and
GIPAW to provide 3D structure determination is described in
depth. Additional applications of GIPAW are presented as well,
including less developed but original topics in NMR and NQR
(nuclear quadrupolar resonance), ESR (electron spin reso-
nance), and Mössbauer spectroscopies.
Section 5 highlights the future of GIPAW in chemistry and

materials science from both methodological and applications
points of view.
It is hoped that this work will not only provide an effective

reference for current practitioners in the field, but will
demonstrate the power that first-principles calculations have
to unlock the potential of NMR spectroscopy for under-
standing solid-state structure and will inspire many new exciting
investigations in the future.

2. THEORY AND METHODS

2.1. Physical Basis of NMR

The correct language to describe NMR is that of effective
nuclear Hamiltonians (see, e.g., ref 60). In a conceptual sense,

such an effective Hamiltonian can be obtained from the full
crystal Hamiltonian by integrating over all degrees of freedom
except for the nuclear spins and external fields. The effect of the
electrons and positions of the nuclei is now incorporated into a
small number of tensor properties, which define the key
interactions in NMR. These tensors can be obtained from
electronic structure calculations, and we now examine them in
turn.

2.1.1. Magnetic Shielding. The Zeeman interaction
between a magnetic field, B, and a set of spin 1/2 nuclei K is
given by:

∑ γ= − ·H I B
K

K K
(1)

where ℏIK is the spin angular momentum and γK is the
gyromagnetic ratio of nucleus K. If we consider B as the field at
the nucleus due to the presence of an externally applied field
Bext, we can express eq 1 as:

∑ γ σ= − − ⃡H I B(1 )K
K

K K ext
(2)

The first term is the interaction of the bare nucleus with the
applied field, while the second accounts for the response of the
electrons to the field. This electronic response is characterized
by the absolute magnetic shielding tensor σ⃡K, which relates the
induced field to the applied field:

σ= − ⃡B R B( )K Kin ext (3)

In a diamagnet, the induced field arises solely from orbital
currents j(r), induced by the applied field:

∫= ′ ′ × − ′
| − ′|c

r jB r r r r
r r

( ) 1 d ( )in
3

3 (4)

The shielding tensor can equivalently be written as a second
derivative of the electronic energy of the system:

σ ⃡ = ∂
∂ ∂

E
m BK

K

2

ext (5)

In solution state NMR, or for powdered solids under magic
angle spinning (MAS) conditions (see section 3), we are
mainly concerned with the isotropic part of the shielding tensor
σiso = 1/3Tr[σ⃡]. The magnetic shielding leads to nuclei in
different chemical environments resonating at frequencies that
are slightly different from the Larmor frequency of the bare
nucleus. Rather than report directly the change in resonant
frequency (which would depend on the operating magnetic
field of the spectrometer), a normalized chemical shift is
reported:

δ
ν ν

ν=
−sample ref

ref (6)

where νref is the resonance frequency of a standard reference
sample. The magnetic shielding and chemical shift are related
by:

δ
σ σ

σ=
−
−1

ref sample

ref (7)

For all but very heavy elements, |σref| ≪ 1 and so:

δ σ σ≈ −ref sample (8)

Chemical Reviews Review

dx.doi.org/10.1021/cr300108a | Chem. Rev. 2012, 112, 5733−57795735§  Electric Field Gradients (EFG): 
 

The EFG tensor is then equal to:

∫ δ=
| − ′|

−
− ′ − ′

| − ′|
α α β β

αβ αβ
⎡
⎣⎢

⎤
⎦⎥G r n r r r r

r r
r r r r

( ) d ( ) 3
( )( )3

3 2

(19)

The quadrupolar coupling constant, CQ, and the asymmetry
parameter, ηQ, can be obtained from the diagonalized electric
field gradient tensor whose eigenvalues are labeled Vxx, Vyy, Vzz,
such that |Vzz| > |Vyy| > |Vxx|:

69

=C
eV Q

h
zz

Q (20)

and

η =
−V V

V
xx yy

zz
Q

(21)

2.2. Electronic Structure Calculations

First-principles calculations aim to provide a description of the
properties of a material using only the fundamental
assumptions of quantum mechanics.70 A common starting
point is the nonrelativistic electronic Schrödinger equation in
the Born−Oppenheimer approximation.70 For a system of
electrons and nuclei:

Ψ = Ψr rH ER R R R( ) ( ; ) ( ) ( ; ) (22)

The electronic Hamiltonian H(R) depends parametrically on
the nuclear positions R and describes the kinetic energy of the
electrons together with their electrostatic interactions.
The many-body wave function Ψ(r;R) is a function of the

coordinates of the electrons r and nuclei R in the system. The
total energy E provides a means to compare the relative stability
of different phases of a material. However, derivatives of the
total energy provide a rich variety of properties. For example,
the force on an ion is given by the derivative of the total energy
with respect to the position of the ion. As shown in section 2.1,
the fundamental NMR interaction tensors can be expressed as
derivatives of the total energy, and thus can, in principle, be
determined through electronic structure calculations.
2.2.1. Hartree−Fock. The Schrödinger equation is far too

complicated to solve exactly for more than a few electrons. One
approach widely used in the quantum chemistry community is
to treat the interaction between the electrons in an average
(mean field) way. This leads to the Hartree−Fock set of
equations. A range of post-Hartree−Fock methods have been
developed to give a more accurate description of electron
correlation. Methods such as MP2 add electron correlation as a
perturbation to the Hartree−Fock result, while the config-
uration interaction approach builds the many-body wave
function from the single-particle orbitals.71 However, the
increased accuracy of these methods comes with a dramatic
increase in computational cost. Wave function-based methods
beyond Hartree−Fock are difficult and costly to apply to solid
materials and have received only limited attention.72

2.2.2. DFT. An alternate approach is to use the electronic
density as the fundamental variable. Hohenberg and Kohn73

proved that the total energy of a system can, in principle, be
determined by the knowledge of the electronic density.70,74 As
the density is a function of position, it is a much simpler
quantity than a full many body wave function. A practical
approach to so-called density functional theory (DFT)
calculations is due to Kohn and Sham.75 They noted that the

many-body problem can be exactly expressed in terms of a
noninteracting set of fictitious particles whose charge density,
and hence total energy, is identical to that of the true system.
Using atomic units:

ε− ∇ Ψ + Ψ = Ψvr r r r1
2

( ) ( ) ( ) ( )n n
n

n2
eff (23)

with the charge density ρ obtained from a sum of occupied
states, o, ρ = ∑o|Ψo(r)|2 and:

ρ ρ= + +v r V V V( ) [ ] [ ]eff nuc hartree xc (24)

Here, −(1/2)∇2 is the operator that corresponds to the kinetic
energy of the noninteracting electrons, Vnuc is the electrostatic
interaction with the nuclei, and Vhartree[ρ] is the mean-field
electrostatic interaction with the other particles in the system.
All of these terms can be computed exactly. The final term

Vxc[ρ] is known as the exchange-correlation contribution and
represents the many-body interactions. The true functional
form of Vxc[ρ] is not known, and to make progress simple
forms have been developed that satisfy known physical
constraints. The simplest exchange-correlation functional is
the local density approximation (LDA).75 The LDA takes a
piecewise approach to compute the exchange-correlation
energy. Each point in space gives a contribution that is equal
to the exact exchange-correlation energy of a uniform electron
gas having the density of the given point. Given that the
electron density varies widely throughout a material, this would
appear to be a very crude approximation. However, it has been
found to be a rather good approximation for the energy and
structure of solids. For many properties (e.g., the binding
energy of molecules), adding terms dependent on the gradient
of the density (the generalized gradient approximation, GGA)
provides an improvement.74 Numerous GGAs have been
proposed; the one by Perdew, Burke, and Ernzerhof (PBE)76

has been most widely used in GIPAW calculations.
2.2.3. Modeling of Solid Materials. Macroscopic samples

of solid materials contain uncountably large numbers of
electrons, and a direct simulation of such systems would not
be possible. Fortunately, many solids possess symmetries at the
atomistic level. Translational symmetry means that it is
sufficient to consider only the unit cell of material subject to
periodic boundary conditions (see Figure 1). This typically
reduces the number of atoms (and hence electrons) that must
be considered to manageable numbers. However, while the
charge density has the periodicity of the lattice (i.e., ρ(r + R) =
ρ(r) for all lattice vectors R), the wave functions must be
treated with care. For single-particle wave functions, Bloch’s
theorem tells us that such objects are only quasi-periodic, that
is, Ψk

n(r + R) = eik·RΨk
n(r), or equivalently:

Ψ = e ur r( ) ( )n i n
k

k r
k

.
(25)

where uk
n is a function periodic in the unit cell such that uk

n(r) =
uk
n(r + R). A consequence is that physical properties are
calculated as an average over all values of the wavenumber k.
The only unique values of k lie within the reciprocal unit cell
or, equivalently and by convention, within the first Brillouin
zone (BZ).77

As most properties in insulators vary smoothly across the BZ,
it is possible to truly average with a summation over a set of
regular spaced points in the BZ (i.e., a set of k-points). The
point group symmetry of the crystal may reduce the number of
unique points that must be considered. A common choice is the
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The EFG tensor is then equal to:
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The quadrupolar coupling constant, CQ, and the asymmetry
parameter, ηQ, can be obtained from the diagonalized electric
field gradient tensor whose eigenvalues are labeled Vxx, Vyy, Vzz,
such that |Vzz| > |Vyy| > |Vxx|:

69
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2.2. Electronic Structure Calculations

First-principles calculations aim to provide a description of the
properties of a material using only the fundamental
assumptions of quantum mechanics.70 A common starting
point is the nonrelativistic electronic Schrödinger equation in
the Born−Oppenheimer approximation.70 For a system of
electrons and nuclei:

Ψ = Ψr rH ER R R R( ) ( ; ) ( ) ( ; ) (22)

The electronic Hamiltonian H(R) depends parametrically on
the nuclear positions R and describes the kinetic energy of the
electrons together with their electrostatic interactions.
The many-body wave function Ψ(r;R) is a function of the

coordinates of the electrons r and nuclei R in the system. The
total energy E provides a means to compare the relative stability
of different phases of a material. However, derivatives of the
total energy provide a rich variety of properties. For example,
the force on an ion is given by the derivative of the total energy
with respect to the position of the ion. As shown in section 2.1,
the fundamental NMR interaction tensors can be expressed as
derivatives of the total energy, and thus can, in principle, be
determined through electronic structure calculations.
2.2.1. Hartree−Fock. The Schrödinger equation is far too

complicated to solve exactly for more than a few electrons. One
approach widely used in the quantum chemistry community is
to treat the interaction between the electrons in an average
(mean field) way. This leads to the Hartree−Fock set of
equations. A range of post-Hartree−Fock methods have been
developed to give a more accurate description of electron
correlation. Methods such as MP2 add electron correlation as a
perturbation to the Hartree−Fock result, while the config-
uration interaction approach builds the many-body wave
function from the single-particle orbitals.71 However, the
increased accuracy of these methods comes with a dramatic
increase in computational cost. Wave function-based methods
beyond Hartree−Fock are difficult and costly to apply to solid
materials and have received only limited attention.72

2.2.2. DFT. An alternate approach is to use the electronic
density as the fundamental variable. Hohenberg and Kohn73

proved that the total energy of a system can, in principle, be
determined by the knowledge of the electronic density.70,74 As
the density is a function of position, it is a much simpler
quantity than a full many body wave function. A practical
approach to so-called density functional theory (DFT)
calculations is due to Kohn and Sham.75 They noted that the

many-body problem can be exactly expressed in terms of a
noninteracting set of fictitious particles whose charge density,
and hence total energy, is identical to that of the true system.
Using atomic units:

ε− ∇ Ψ + Ψ = Ψvr r r r1
2

( ) ( ) ( ) ( )n n
n

n2
eff (23)

with the charge density ρ obtained from a sum of occupied
states, o, ρ = ∑o|Ψo(r)|2 and:

ρ ρ= + +v r V V V( ) [ ] [ ]eff nuc hartree xc (24)

Here, −(1/2)∇2 is the operator that corresponds to the kinetic
energy of the noninteracting electrons, Vnuc is the electrostatic
interaction with the nuclei, and Vhartree[ρ] is the mean-field
electrostatic interaction with the other particles in the system.
All of these terms can be computed exactly. The final term

Vxc[ρ] is known as the exchange-correlation contribution and
represents the many-body interactions. The true functional
form of Vxc[ρ] is not known, and to make progress simple
forms have been developed that satisfy known physical
constraints. The simplest exchange-correlation functional is
the local density approximation (LDA).75 The LDA takes a
piecewise approach to compute the exchange-correlation
energy. Each point in space gives a contribution that is equal
to the exact exchange-correlation energy of a uniform electron
gas having the density of the given point. Given that the
electron density varies widely throughout a material, this would
appear to be a very crude approximation. However, it has been
found to be a rather good approximation for the energy and
structure of solids. For many properties (e.g., the binding
energy of molecules), adding terms dependent on the gradient
of the density (the generalized gradient approximation, GGA)
provides an improvement.74 Numerous GGAs have been
proposed; the one by Perdew, Burke, and Ernzerhof (PBE)76

has been most widely used in GIPAW calculations.
2.2.3. Modeling of Solid Materials. Macroscopic samples

of solid materials contain uncountably large numbers of
electrons, and a direct simulation of such systems would not
be possible. Fortunately, many solids possess symmetries at the
atomistic level. Translational symmetry means that it is
sufficient to consider only the unit cell of material subject to
periodic boundary conditions (see Figure 1). This typically
reduces the number of atoms (and hence electrons) that must
be considered to manageable numbers. However, while the
charge density has the periodicity of the lattice (i.e., ρ(r + R) =
ρ(r) for all lattice vectors R), the wave functions must be
treated with care. For single-particle wave functions, Bloch’s
theorem tells us that such objects are only quasi-periodic, that
is, Ψk

n(r + R) = eik·RΨk
n(r), or equivalently:

Ψ = e ur r( ) ( )n i n
k

k r
k

.
(25)

where uk
n is a function periodic in the unit cell such that uk

n(r) =
uk
n(r + R). A consequence is that physical properties are
calculated as an average over all values of the wavenumber k.
The only unique values of k lie within the reciprocal unit cell
or, equivalently and by convention, within the first Brillouin
zone (BZ).77

As most properties in insulators vary smoothly across the BZ,
it is possible to truly average with a summation over a set of
regular spaced points in the BZ (i.e., a set of k-points). The
point group symmetry of the crystal may reduce the number of
unique points that must be considered. A common choice is the
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Where,  |Vzz| > |Vyy| > |Vxx|  
 

(GIAO) basis set [36, 37] ensures origin independence of the

g-tensors in the finite STO basis set calculations.
A second aim of this work is a comparison of non-

hybrid with hybrid DFT in ZORA linear response cal-

culations of g-tensors employing STO basis sets. Both
the LWA and the SZ implementations have so far been

restricted to non-hybrid functionals which, as pointed out

above, can sometimes be a source of error in g-tensor
calculations. The new second-order ZORA code takes

advantage of some recent developments for ZORA-based
calculations of NMR shielding tensors [38] and allows

for computations with non-hybrid as well as with hybrid

functionals. As an application of the new implementa-
tion, a third goal of this work is to evaluate the appli-

cability of ZORA combined with DFT to computations

of parameters relevant to the NMR of paramagnetic
molecules. To this end, pseudocontact chemical shifts in

the nine-coordinate Ce(III) complex ½CeðDPAÞ3$
3% (DPA

= pyridine-2,6-dicarboxylate) are estimated with the help
of computed g-tensor and chemical shift data.

Following this Introduction, the theoretical details of the

ZORA linear response g-tensor calculations are provided in
Sect. 2 along with some details about the implementation

such as the numerical integration of the relevant pertur-

bation operator matrix elements. Computational details are
provided in Sect. 3. Calculated g-tensors for a number of

light and heavy atomic systems are reported and discussed

in Sect. 4. Paramagnetic NMR pseudocontact shifts for

½CeðDPAÞ3$
3% are also discussed in this section as an

application of relativistic g-tensor calculations related to
the NMR of open shell systems. This work concludes with

a brief outlook in Sect. 5.

2 Theoretical background

2.1 Linear response g-tensors

One can define the components of the electronic g-tensor
via a second derivative of the molecular energy, as done by

Schreckenbach and Ziegler (SZ), Ref. [23]:

guv ¼
1

be

o2E

oBuoSv
ð1Þ

Here, Bu is the component of an external magnetic field, and
Sv is a component of the effective spin vector of the mol-

ecule. The Bohr magneton be ¼ e!h=ð2meÞ enters the

expression based on usual conventions for the EPR spin
Hamiltonian [2]. In Dirac’s theory of the electron, the free

electron ge is exactly 2. The difference between the Dirac

value and the correct value of 2.0023 is due to QED

corrections which we neglect here. Based on the Dirac value

of ge, in atomic units gebe ¼ 1. Since in the following we

use atomic units and the Dirac equation, transformed to two
components and approximated by ZORA, there is no elec-

tron g-factor present in the operators, but it is implicit in an

‘overall factor’ of 1 ¼ gebe atomic units which we may
introduce back in the equations after the derivations are

finished. The calculations determine the g-shifts Dg directly

in which case it is not necessary to specify any particular
value for ge in the calculations. The free electron value can

simply be added after the computation of Dg is complete.
Assuming either (1) a complete basis set or (2) a basis

set that does not depend on the derivative parameters

(which is not the case when a GIAO basis is used), the g-
tensor components are in Kohn–Sham DFT double per-

turbation theory given formally (see Sect. 2.2) as

guv ¼ b%1
e

Xocc

i

uð0Þi ĥðu;vÞ
!! !!uð0Þi

D E(

þ 2 Re
Xocc

i

uðuÞi ĥðvÞ
!! !!uð0Þi

D E)

ð2Þ

where the perturbation operators are formally given by

ĥðuÞ ¼ oĥðB; SÞ
oBu

ð3aÞ

ĥðvÞ ¼ oĥðB; SÞ
oSv

ð3bÞ

ĥðu;vÞ ¼ o2ĥðB; SÞ
oBuoSv

ð3cÞ

at zero field. The first operator does not occur explicitly in

Eq. 2, but it is needed to calculate the perturbed orbitals

uðuÞi from the coupled-perturbed Kohn–Sham (CPKS)

equations.

2.2 Taking the ‘spin derivatives’

The spin component Sv in Eq. 1 is that of the effective spin
assigned to the system in order to match the multiplicity of

the resonances in the EPR experiment. In the absence of

spin-orbit coupling, that is if the calculation is based on a
nonrelativistic or scalar relativistic reference electronic

structure, Sv is the maximum projection of the spin vector

on a quantization axis in v direction. One may then choose
the z direction arbitrarily and consider rotations of the

coordinate system afterward, which yields the same max-

imum projection in the other directions, so it is sufficient to
know Sz [23]. In a scalar relativistic spin-unrestricted

Kohn–Sham DFT approach with singly occupied pure a
and b spin orbitals,
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First Unsupported Metal-Metal Radical 

•  Group 6 dimers have direct M-M single bonds. 
–  Electrochemistry underscores the need for bridging ligands in stabilizing odd 

electron dimers. 

Dinuclear Metalloradicals
DOI: 10.1002/anie.201203531

Dinuclear Metalloradicals Featuring Unsupported Metal–Metal
Bonds**
Edwin F. van der Eide, Ping Yang,* Eric D. Walter, Tianbiao Liu, and R. Morris Bullock*

Metal–metal interactions in paramagnetic, multinuclear tran-
sition metal complexes are critical to the reactivity of
metalloproteins,[1] and understanding them is important in
the development of functional metal-containing polymers.[2]

Dinuclear mixed-valent complexes—usually obtained by
redox reactions[3] of diamagnetic precursors—provide insight
into such interactions.[4, 5] Bridging ligands are ubiquitous
structural motifs in mixed-valent dimers: dithiolate bridges
are found in the active site of [FeFe] hydrogenases and
models[1] (see AC+, Scheme 1), while bridges formed by
unsaturated (hydro)carbon chains and rings,[5] carboxylates,[6]

and amidinates[7] are important in other synthetic dimers.
Bridging ligands not only mediate the electronic communi-
cation[5] between the metal centers; they also provide

stabilization against fragmentation. Consequently, much less
is known[8] about odd-electron dimers that lack bridges and
that are only held together by metal–metal bonds.

Group 6 dimers [{CpM(CO)3}2] (B, Scheme 1) have
unsupported M!M single bonds,[9] and their electrochemistry
underscores the need for bridging ligands in stabilizing odd-
electron dimers. Electrochemical oxidations of B are irrever-
sible due to fast decomposition of BC+ by cleavage of the M!M
bond.[10] Derivative [{CpMo(CO)2(PPyPh2)}2] (C) is reversi-
bly oxidized at low scan rates, but product CC+ is still too short-
lived (t1=2

" 8 s)[11] to permit its full characterization. The
bonding and spectroscopic properties of these interesting
unbridged paramagnetic dimers have thus remained unex-
plored.[12] Considering that the M!M formal bond order has
been proposed to increase from 1 to 11=2 upon oxidation of B,
C, and other group 6 MIMI dimers,[12] we reasoned that stable
derivatives of BC+ should be accessible. We report herein the
first such derivatives that are stable enough to be isolated and
fully characterized.

We attribute the high reactivity of radical cation BC+

largely to its electron poverty—the higher stability of
phosphane-containing CC+ confirms this. Hence, usage of the
stronger donor phosphane PMe3 should further increase the
lifetime of the radicals. We synthesized [{CpW(CO)2(PMe3)}2]
(1, see Scheme 2)[13] and found that it undergoes an electro-
chemical oxidation (E1/2 =!0.43 V vs [Cp2Fe]C+/[Cp2Fe],
CH2Cl2 solvent, 50 mm nBu4N+ B(C6F5)4

! electrolyte) that
remains reversible (ic/ia> 0.9) at scan rates as low as
50 mVs!1. The separation between the anodic and cathodic
peak potentials is 65 mV, indicating that one electron is
transferred and that [{CpW(CO)2(PMe3)}2]C+ (1C+) is the
oxidation product. Reversibility of the couple 1C+/1 is main-
tained when the electrolytes nBu4N+ PF6

! or nBu4N+ BF4
!

(0.1m) are employed, showing that 1C+ is (at least on the
timescale of the CV experiment) not subject to decomposition
by PF6

! or BF4
! anions.[14] On a preparative scale, 1C+ was

synthesized as its B(C6F5)4
! salt[15] by reaction of 1 with

1 equiv Ph3C+ B(C6F5)4
! in CH2Cl2 (Scheme 2). Crystalliza-

Scheme 1. Are bridging ligands required to stabilize paramagnetic
dimers? IMes= 1,3-dimesitylimidazol-2-ylidene, Py = 2-pyridyl, VE =
valence electron.

Scheme 2. Synthesis of the dinuclear metalloradicals 1C+ and 2C+.
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§  Success with stronger donor phosphane ligands 

M = Mo, W; L=CO 
M = Mo; L= PPyPh2 



First Unsupported Metal-Metal Radical 

W-W bond length 
expt DFT 

1  3.233 3.335 

1+*  3.026 3.127 

van der Eide, Yang, et al.  Angew Chem Int. Ed. 2012, 51:8361 

	
  	
   	
  	
  

Removal	
  of	
  one	
  electron	
  from	
  HOMO,	
  a	
  W-
W anPbonding	
  π	
  orbital,	
  increases	
  bond	
  
order	
  to	
  1½	
  	
  

	
  



Metal-Metal Bonding and Spectroscopy 

 
TD-DFT assigned the NIR adsorption at 966nm to a π → π* transition, HOMO-3 à 
SOMO.  
Mo-Mo complex has NIR absorption at λmax=1110nm. 

 

van der Eide, Yang, et al.  Angew Chem Int. Ed. 2012, 51:8361 



EPR Spectroscopy 

EPR Parameters 

g1 g2 g3 

1+* (expt)  2.664 1.955 1.940 

1+* (DFT) 2.606 1.988 1.954 

van der Eide, Yang, et al.  Angew Chem Int. Ed. 2012, 51:8361 

EPR Parameters 

g1 g2 g3 

2+* (expt)  2.258 2.002 1.996 

2+* (DFT) 2.229 2.005 1.996 



Bridged Metal Dimer: Mn2(IV,IV) 

Anti-ferromagnetic coupling Structure 

Bonding Orbital 
Calculated geometry and crystal structure of 
Mn2O2(salpn)2 are in excellent agreement. 

Ground state is an antiferromagnetically 
coupled singlet state (S=0) and the high spin 
state is found to be 4.4 kcal/mol higher in 
energy. 

 

Ellis, Yang,  et al. J. Am. Chem. Soc, 2010, 132:16767 



Cryogenic NMR of  Mn2(IV,IV) 

§  Highly sensitive, spectrum above results 
from only 7 mg of material 
§  Require J≤ -40 cm-1 for appreciable signal 
intensity 

CQ(MHz) J (cm-1) 

Expt. 24.7  -92 

Calc. 23.4 -128 

First solid-state NMR of an 
antiferromagnetic complex (S=0) 

Measurements require low temperature. 

Solid-state 55Mn NMR collected at 9.4 T/ 8.5 K Temperature dependence of the on-resonance 
portion of the 55Mn spectrum acquired at 9.4 T 

Ellis, Yang,  et al. J. Am. Chem. Soc, 2010, 132:16767 



NMR is a Sensitive Probe 

Mn(IV,IV) 

Mn(IV,IV)-OH 

Expt. 
Calc. [MnLO]2 [Mn2L2(O,OH)]+ 

J (cm-1) -92 
-128.2 

-48 
-70.4 

CQ(MHz) 26.4 
23.4 

33.7 
23.2 / 40.9 

Mn-Mn (Å) 2.73 
2.722 

2.83 
2.877 

Mn-O (Å) 1.816/1.821 
1.828/1.850 

1.828/1.817 
Mn-O(H) (Å) 1.972/1.988 

O
Mn

O
Mn LL

O
Mn

O
Mn LL

R

O
Mn

O
Mn LL

R

R

H+ H+

NMR parameters, EFG and 
exchange coupling J value are 
sensitive probes of structures. 
All-electron basis sets are 
required. 
Finite size nucleus for nuclear 
model, Gaussian  improves the 
results. 

     Unpublished data, by Lipton at PNNL  



Outline 

Structures, bonding, and reactivity 
Actinide complexes 

Electronic structures, optical properties, and reaction mechanisms 
 

Magnetic resonance properties  

Transition metal catalysts with multi-nuclear centers 

NMR/EPR parameters 

Moving to more complex systems 

Surface chemistry of nanomaterials  

Interactions of ligands with nanoparticles 
 

 Path forward and conclusions 

 



Roles of  Capping Ligands 

•  Stabilize structural and optoelectronic properties  
•  Insulating/protecting nanoparticles (NPs) 
•  Adjust solubility of NPs

•  Anchor points for chemical/biological functional groups 
•  Nanotoxicity

Motivations:
•  Structural-properties relationship

•  Design of functional ligands 

 



Nanoceria System 
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Anchor 

NP Surface Surface – Ligand Bonding 

Surface – Ligand Interaction is of paramount importance! 

Carboxylic acid as anchors 
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Carboxylic Acids on Nanoceria 

Lu, Yang, et al, J. Phys. Chem C 2013, 117:24329 

BE	
  per	
  ligand	
   -­‐47.2	
  kcal/mol	
  	
   -­‐43.9	
  kcal/mol	
  	
  

s.s.	
  –CO2
-­‐	
  mode	
   1450	
  	
  cm-­‐1	
   1430	
  	
  cm-­‐1	
  



Experimental Verification – SFG-VS Spectra 

Lu, Yang, et al, J. Phys. Chem C 2013, 117:24329 



Path Forward 

Slide 41 

•  Computational design is ready to take its place as an essential component 
of chemistry and material design 
–  Predictive power
–  Explains chemical phenomena
–  Provides information inaccessible to experiments, e.g. TS, Actinides
–  Predicts properties and reactivity, subsequently verified by experiments
–  Especially important for the systems that are difficult to synthesize

•  Great opportunities to predictively design energy conversion materials 
and nanomaterials containing transition metals and heavy elements 
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Approaches: Uniting Theory and Experiments 

•  Computational Methods
–  Density functional theory

•  PBE
–  Relativistic effects

•  Scalar broken-symmetry ZORA for structures and energies
–  Basis sets

•  TZ2P Slater-type basis sets
•  BSSE correction for binding energies is included 

•  Gas-phase Experiments
–  Electrospray ionization (ESI) source with quadrupole ion trap mass 

spectrometry (QIT/MS)

–  Fragmentation by collision induced dissociation (CID)
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Bonding Interactions of  Uranium Complexes 

Slide 47 

UO2
2+ 

Hayton, et al Science 2005, 310: 1941
Batista, Martin, Yang, 2015, Computational Methods in Lanthanide and Actinide Chemistry, Wiley

Denning,  J. Phys Chem A 2007, 111: 4125

U(NR)2
2+ 



Cl K-edge: UO2Cl4
2- vs. U(NR)2Cl4

2- 

•  Little effects on covalency of U-Cl 
bonds moving from oxo to imido

•  Significantly reduced U-Cl mixing 
(~10%) compared to UCl6 (~30%) 
due to two highly covalent U-O and 
U-N bonds.
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Equatorial U-E Bond (E=O, S, Se, Te, Po) 

•  Excellent agreement between theoretical 
structures and experimental findings. ���
Bond lengths < 3%; angles < 9%.

•  Covalent interactions in the U-E bond increase 
as the size of chalcogenate donor increases. ���
Both 5f and 6d orbital participations is 
important in U-E bonds.
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Reaction Mechanism: Imido Exchange 
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Reaction Mechanism: Imido Exchange 
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